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Abstract

Entity and relation extraction is a task that combines detecting entity mentions and recognizing entities' semantic relationships from unstructured text. We propose a hybrid neural network model to extract entities and their relationships without any handcrafted features. The hybrid neural network contains a novel bidirectional encoder-decoder LSTM module (BiLSTM-ED) for entity extraction and a CNN module for relation classification. The contextual information of entities obtained in BiLSTM-ED further pass through to CNN module to improve the relation classification. We conduct experiments on the public dataset ACE05 (Automatic Content Extraction program) to verify the effectiveness of our method. The method we proposed achieves the state-of-the-art results on entity and relation extraction task.

1. Introduction

Entity and relation extraction is to detect entity mentions and recognize their semantic relationships from text. It is an important issue in knowledge extraction and plays a vital role in automatic construction of knowledge base.

Traditional systems treat this task as a pipeline of two separated tasks, i.e., named entity recognition (NER) [1] and relation classification (RC) [2]. This separated framework makes the task easy to deal with, and each component can be more flexible. But it pays little attention to the relevance of two sub-tasks. Joint learning framework is an effective approach to correlate NER and RC, which can also avoid cascading of errors [3]. However, most existing joint methods are feature-based structured systems [3–7]. They need complicated feature engineering and heavily rely on the supervised NLP toolkits, which might also lead to error propagation. In order to reduce the manual work in feature extraction, recently, Miwa and Bansal [8] present a neural network-based method for the end-to-end entity and relation extraction. However, when detecting the entity, they use a NN structure to predict the entity tags, which neglects the long relationships between tags.

Based on the above analysis, we propose a hybrid neural network model to settle these problems which contains a named entity recognition (NER) module and a relation classification (RC) module. NER and RC share a same bidirectional LSTM encoding layer, which is used to encode each input word by taking into account the context on both sides of the word. Although bidirectional LSTM can capture long distance interactions between words, each output entity tag is predicted independently. Hence, we also adopt a LSTM structure to explicitly model tag interactions. It can capture the long distance relationships between tags when comparing with NN decoding manner [8]. As for relation classification, sub-sentence between two entities has been proven to effectively reflect the entities relationship [9,10]. Besides, bidirectional LSTM encoding layer can obtain entities' contextual information that is also benefit for identifying relationships between entities. Hence, we adopt a CNN model, which has achieved great success in extracting relations, to extract relation based on the encoding information of entities and the sub-sentence information.

Our model not only considers the relevance of NER module and RC module when comparing with classical pipeline methods, but also considers the long distance relationships between entity tags and without complicated feature engineering, when comparing with existing joint learning methods. We conduct experiments on the public dataset ACE05 (Automatic Content Extraction program) [1]. Our method achieves the state-of-the-art results on entity and relation extraction task. Besides, we also analyze the performance of the two modules alone. On the entity extraction task, our
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NER module achieves 2% improvements when comparing with different kinds of LSTM structures, which verifies the effectiveness of NER module. On the task of relation classification, it shows that the entities’ contextual information, obtained at the encoding procedure, can promote the accuracy of relation classification.

The remainder of the paper is structured as follows. In Section 2, we review related work about named entity recognition, relation classification and neural networks used in this paper. Section 3 present our hybrid neural network in detail. In Section 4, we describe details about the setup of experiment and presents the experimental results. Finally, we analyze the model in Section 5 and make conclusion in Section 6.

2. Related works

Entity and relation extraction is an important step to construct a knowledge base, which can be benefit for many NLP tasks [11] and social media analysis tasks [12,13]. There are two main frameworks to solve the problem of extracting entity and their relationships: the pipeline method and the joint learning model. The pipeline method treats this task as a pipeline of two separated tasks, i.e., named entity recognition (NER) [14–17] and relation classification (RC) [2,9,10,18,19]. The joint model extracts entities and relations simultaneously. Hence, in this paper, the problem we focused is related to named entity recognition, relation classification and joint entity and relation extraction. The methods we used are related to long short term memory networks (LSTM) and convolitional neural network (CNN).

2.1. Named entity recognition

Named entity recognition is a classic task in NLP. Most existing NER models are traditional linear statistical models, such as Hidden Markov Models (HMM) and Conditional Random Fields (CRF) [14,20]. Their performances rely heavily on hand-crafted features extracted by NLP tools and external knowledge resources. Recently, several neural network architectures have been successfully applied to NER, which is regarded as a sequential token tagging task. Collobert et al. [21] used a CNN and a CRF on top with word embeddings. Nowadays, Recurrent Neural Networks (RNN) has shown better performance than other neural networks in many sequence-to-sequence tasks. Chiu and Nichols [15] proposed a hybrid model by learning both character-level and word-level features. They decoded each tag independently base on a linear layer and a log-softmax layer. [16,17,22] proposed a BiLSTM and a CRF on top for jointly tag decoding. Miwa and Bansal [8] proposed a BiLSTM for encoding and a single incrementally NN structure to decode tags jointly. These RNN models all utilized BiLSTM as encoding models, but the decoding manners were different.

2.2. Relation classification

Relation classification is a widely studied task in the NLP community. Various approaches have been proposed to accomplish the task. Existing methods for relation classification can be divided into handcrafted feature based methods [2,23], neural network based methods [19,24–27] and the other valuable methods [25,28].

The handcrafted feature based methods focus on using different natural language processing (NLP) tools and knowledge resources to obtain effective handcrafted features. Kambhatla [23] employs Maximum Entropy model to combine diverse lexical, syntactic and semantic features derived from the text. It is the early work for relation classification. The features they used are not comprehensive. Rink [2] designs 16 kinds of features that are extracted by using many supervised NLP toolkits and resources including POS, WordNet, dependency parse, etc. It can get the best result at SemEval-2010 Task 8 when compared with other handcrafted features based methods. However, it relied heavily on other NLP tools and it also requires a lot of work to design and extract features.

In recent years, deep neural models have made significant progress in the task of relation classification. These models can learn effective relation features from the given sentence without complicated feature engineering. The most common neural-network based models applied in this task are Convolutional Neural Networks (CNN) [18,19,27,29,30] and sequential neural networks such as Recurrent Neural Networks (RNN) [31], Recursive Neural Networks (ReNN) [24,32] and Long Short Term Memory Networks (LSTM) [26,33]. There also exists other valuable methods such as the kernel-based methods [28,34] and compositional model [25]. Nguyen et al. [28] explore the use of innovative kernels based on syntactic and semantic structures for the task and Sun and Han [34] propose a new tree kernel, called feature-enriched tree kernel (FTK) for relation extraction. The compositional model FCM [25] learns representations for the substructures of an annotated sentence. Compared to existing compositional models, FCM can easily handle arbitrary types of input and global information for composition.

2.3. Joint entity and relation extraction

Although, pipeline method can be more flexible to design the system, it neglects the relevance of sub-tasks and may also lead to the error propagation [3]. Most existing joint methods are feature-based structured systems [3,4,35–37], which need complicated feature engineering. [35,36] proposed a joint model that uses optimal results of subtasks and seeks a globally optimal solution. Singh et al. [37] proposed a single joint graphical model that represents the various dependencies between subtasks. Li and Ji [3] proposed the first model to incrementally predict entities and relations using a single joint model, which is a structured perceptron with efficient beam search. Miwa and Sasaki [4] introduced a table to represent the entity and relation structures in sentences, and proposed a history-based beam search structured learning model. Recently, Miwa and Bansal [8] used a LSTM-based model to extract entities and relations, which can reduce the manual work.

2.4. LSTM and CNN models On NLP

The methods used in this paper are based on neural network models: Convolutional neural networks (CNN) and Long Short-Term Memory (LSTM), CNN is originally invented for computer vision [38] and it always be used to extract image’s features [39,40]. In recent years, CNNs have been successfully applied to different NLP tasks and have also shown the effectiveness on extracting sentence semantic and keywords information [27,41–43]. Long-Short Term Memory (LSTM) model is a specific kind of recurrent neural networks (RNNs). LSTM replaces the hidden vector of a recurrent neural network with memory blocks which are equipped with gates. It can keep long term memory by training proper gating weights [44,45]. LSTM have also shown powerful capacity on many NLP tasks such as machine translation [46], sentence representation [47] and relation extraction [26].

In this paper, we propose a hybrid neural network based on joint learning the entities and their relationships. It can learn related features from given sentences without complicated feature engineering work, when compared with handcrafted feature based methods. When comparing with the other neural network based method [8], our method considers the long distance relationships between entity tags.
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3. Our method

The framework of hybrid neural network is shown in Fig. 1. The first layer of hybrid neural network is a bidirectional LSTM encoding layer, which is shared by both named entity recognition (NER) module and relation classification (RC) module. There are two “channels” after encoding layer, one links to the NER module which is a LSTM decoding layer, the other feeds into a CNN layer to extract the relations. In following parts, we describe these components in detail.

3.1. Bidirectional LSTM encoding layer

The Bi-LSTM encoding layer contains word embedding layer, forward LSTM layer, backward LSTM layer and the concatenate layer. The word embedding layer converts the word with 1-hot representation to an embedding vector. Hence, a sequence of words can be represented as \( W = \{w_1, \ldots, w_t, w_{t+1}, \ldots, w_n\} \), where \( w_i \in \mathbb{R}^d \) is the \( d \)-dimensional word vector corresponding to \( t \)-th word in the sentence and \( n \) is the length of the given sentence. After word embedding layer, there are two parallel LSTM layers: forward LSTM layer and backward LSTM layer. For each word \( w_t \), the forward layer will encode \( w_t \) by considering the contextual words information from \( w_1 \) to \( w_t \), which marked as \( \overrightarrow{h_t} \). In the similar way, the backward layer will encode \( w_t \) based on the contextual words information from \( w_n \) to \( w_{t+1} \), which marked as \( \overleftarrow{h_t} \).

The LSTM architecture consists of a set of recurrently connected subnets, known as memory blocks. Each time-step in forward hidden layer and backward hidden layer is a LSTM memory block. A block contains one or more self-connected memory cells and three multiplicative units the input, output and forget gates that provide continuous analogues of write, read and reset operations for the cells [45]. Fig. 2 provides an illustration of a LSTM memory block with a single cell. At each time-step, a lstm memory block is used to compute current hidden vector \( h_t \) based on the previous hidden vector \( h_{t-1} \), the previous cell vector \( c_{t-1} \) and the current input word embedding \( w_t \), which can be shortly denoted as:

\[
\overrightarrow{h_t} = \text{LSTM}(\overrightarrow{h_{t-1}}, \overrightarrow{c_{t-1}}, w_t) \quad \text{and} \quad \overleftarrow{h_t} = \text{LSTM}(\overleftarrow{h_{t-1}}, \overleftarrow{c_{t-1}}, w_t). 
\]

The detail operation of lstm can be defined as follows:

\[
i_t = \delta(W_{xi}x_t + W_{hi}h_{t-1} + W_{ci}c_{t-1} + b_i),
\]
\[
f_t = \delta(W_{xf}x_t + W_{hf}h_{t-1} + W_{cf}c_{t-1} + b_f),
\]
\[
z_t = \tanh(W_{xz}x_t + W_{hz}h_{t-1} + b_z),
\]
\[
c_t = f_t c_{t-1} + i_t z_t,
\]
\[
o_t = \delta(W_{xo}x_t + W_{ho}h_{t-1} + W_{co}c_t + b_o),
\]
\[
h_t = o_t \tanh(c_t).
\]

where \( i, f, o \) and \( c \) are the input gate, forget gate and output gate respectively, \( b \) is the bias term, \( c \) is the cell memory, \( \text{denotes element-wise multiplication and } W(t) \) are the parameters. Finally, we concatenate \( \overrightarrow{h_t} \) and \( \overleftarrow{h_t} \) to represent word \( t \)'s encoded information, which is denoted as \( h_t = [\overrightarrow{h_t}, \overleftarrow{h_t}] \).

3.2. Named entity recognition (NER) module

Each word will be assigned an entity tag. The tags are commonly used encoding scheme: BILOUS (Begin, Inside, Last, Outside, Single) [22,48]. Each tag contains the position information of a word in the entity. We also adopt a LSTM structure to explicitly model tag interactions. When detecting the entity tag of word \( t \), the inputs of decoding layer are: \( h_t \) obtained from Bi-LSTM encoding layer, former tag predicted vector \( T_{t-1} \), and the former hidden state of decoding LSTM \( S_{t-1} \). Each unit of the decoding LSTM is the same as the encoding LSTM memory block except for the input gate, which can be rewritten as:

\[
i_t = \delta(W_{xh}x_t + W_{hh}h_{t-1} + W_{ch}c_{t-1} + b_i),
\]

where the tag predicted vector \( T \) is transformed from the hidden state \( s \) as follows:

\[
T_t = W_x S_t + b_T,
\]

The final softmax layer computes normalized entity tag probabilities based on the tag predicted vector \( T \):

\[
y_t = W_T T_t + b_y.
\]
where $W_y$ is the softmax matrix, $n_t$ is the total number of entity tags. Because the T is similar to tag embedding and LSTM is capable of learning long-term dependencies, this manner can model tag interactions.

3.3. Relation classification (RC) module

When recognizing entities’ semantic relationships, we merge the encoding information of entities and the sub-sentence between entities, then feed them into the CNN model [49]. It can be represented as:

$$R = \text{CNN}([h_{e1}, w_{e1}, w_{e1+1} \ldots w_{e2}, h_{e2}],) \tag{11}$$

where $R$ is the relation label, $h_e$ is the encoding information of entity, $w$ is the word embedding. Especially, an entity may contain two or more words, we sum up these words’ encoding information to represent the whole entity information. Besides, the CNN denotes the convolutional operations which shown in Fig. 3.

In convolution layer, we use $W_c^{(i)} \in \mathbb{R}^{6 \times d}$ to represent the $i$th convolution filter and $b_r^{(i)} \in \mathbb{R}$ to represent the bias term accordingly, where $k$ is the context window size of the filter. Filter $W_c^{(i)}$ will slide through the input sequence $S = [h_{e1}, w_{e1}, w_{e1+1} \ldots w_{e2}, h_{e2}]$ to get the latent features $z^i$. The sliding process can be represented as:

$$z_{c}^{(i)} = \sigma(W_c^{(i)} \ast S_{i+1:k-1} + b_r^{(i)}), \tag{12}$$

where $z_c^{(i)}$ is the feature extracted by filter $W_c^{(i)}$ from word $s_i$ to word $s_{i+k-1}$. Hence, the latent features of the given sequence $S$ are denoted as: $z^{(i)} = [z_{c}^{(i)} \ldots z_{c}^{(L-k+1)}]$. We then apply the max-pooling operation to reserve the most prominent feature of filter $W_c^{(i)}$ and denote it as:

$$z_{c_{\text{max}}} = \max(z^{(i)}) = \max(z_{c}^{(i)} \ldots z_{c}^{(L-k+1)}), \tag{13}$$

We use multiple filters to extract multiple features. Therefore, the relation features of the given sequence is represented as: $R_c = [z_{c_{\text{max}}} \ldots z_{c_{\text{max}}(nr)}]$, where $nr$ is the number of filters.

After that we set a soft-max layer [50] with dropout [51] to classify the relations based on relation features $R_c$, which is defined as:

$$y_r = W_{R_c} \cdot (R_c \circ r) + b_R, \tag{14}$$

where $W_R \in \mathbb{R}^{nr \times n_c}$ is the softmax matrix, $n_c$ is the total number of relation classes, symbol $\circ$ denotes the element-wise multiplication operator and $r \in \mathbb{R}^n$ is a binary mask vector drawn from Bernoulli with probability $\rho$. Dropout guards against overfitting, which makes the model more robust. In Formula 15, $p_r^j$ means the probability that the sentence describes relation $i$.

3.4. Training and implementation

We train our models to maximize the log-likelihood of the data and the optimization method we used is RMSprop proposed by Hinton in [52]. The objective function of NER module can be defined as:

$$L_{\text{ner}} = \max \sum_{j = 1}^{n} \sum_{t = 1}^{L_j} \log(p_{t}^{(j)}|x_j, \Theta_{\text{ner}}). \tag{16}$$

where $|D|$ is the size of dataset, $L_j$ is the length of sentence $x_j$, $y_t^{(j)}$ is the label of word $t$ in sentence $x_j$ and $p_{t}^{(j)}$ is the normalized entity tag probabilities which defined in Formula 10. Besides, RC module’s objective function is:

$$L_R = \max \sum_{j = 1}^{n} \sum_{t = 1}^{L_j} \log(p_{t}^{(j)}|x_j, \Theta_{\text{rc}}), \tag{17}$$

where $p_{t}^{(j)}$ is defined in Formula 15.

We firstly train NER module to recognize the entities and obtain the encoding information of entities, then further train the RC module to classify relations based on the encoding information and the entities combinations.

Specially, we find that if there is a relationship between the two entities, the distance of two entities always smaller than about 20 words, which is shown in Fig. 4. Hence, when determining the relationship between the two entities, we also make full use of this property that if the distance of two entities is larger than $L_{\text{max}}$, we don’t think there exists a relationship between them. $L_{\text{max}}$ is around 20 in the ACE05 dataset based on the statistical results of Fig. 4.

4. Experiment

4.1. Experimental setting

Datasets. We use public dataset ACE05 for entity and relation extraction, which 6 coarse-grained relation types and an additional “other” relation to denote non-entity or non-relation classes. The 6 coarse-grained relation types are “ART (artifact)”, “G-A (Gen-affiliation)”,”O-A (Org-affiliation)”, “P-W (PART-WHOLE)”, “P-S (person-social)” and “PHYS (physical)”. The same relation type
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Table 1
Hyper parameters of the hybrid neural network.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Parameter description</th>
<th>Parameter value</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>Dimension of word embedding</td>
<td>300</td>
</tr>
<tr>
<td>ne</td>
<td>The number of hidden units in encode layer</td>
<td>300</td>
</tr>
<tr>
<td>nd</td>
<td>The number of hidden units in decode layer</td>
<td>300</td>
</tr>
<tr>
<td>k</td>
<td>Context window size of CNN module</td>
<td>3</td>
</tr>
<tr>
<td>nr</td>
<td>The filter number of CNN</td>
<td>100</td>
</tr>
<tr>
<td>μ</td>
<td>The ratio of dropout</td>
<td>0.3</td>
</tr>
</tbody>
</table>

with opposite directions are considered to be two classes. For example, “PART-WHOLE(e1,e2)” and “PART-WHOLE(e2,e1)” are different relations. The “PART-WHOLE(e1,e2)” means that e1 is a part of e2 and “PART-WHOLE(e2,e1)” means e1 contains e2. Hence, there are 13 relation classes in total. The data pre-processing and settings in experiments are the same as [3].

Baselines. The baselines we used are recent methods for the ACE05 dataset, which include a classical pipeline model [3], a joint feature-based model called Joint w/Global [3], and an end-to-end NN-based model SPTree [8].

- Pipeline (CRF+ME) [3] trained a linear-chain Conditional Random Fields model [53] for entity mention extraction and a Maximum Entropy model [54] for relation extraction. It is a classical pipeline method for the task.
- Joint w/Global [3] incrementally extract entity mentions together with relations using a single model. They developed a number of new and effective global features as soft constraints to capture the interdependency among entity mentions and relations.
- SPTree [8] presented a novel end-to-end relation extraction model that represents both word sequence and dependency tree structures by using bidirectional sequential and bidirectional tree-structured LSTM-RNNs.

Metrics. To compare our model with baselines, we use Precision (P), Recall (R) and F-Measure (F1) in the task of joint entity and relation extraction. A relation instance is regarded as correct when its relation type and the head offsets of two corresponding entities are both correct.

Hyper parameters. In this paper, we propose a hybrid neural network to extract entities and their relations. The hyper parameters used in the model are summarized in Table 1.

4.2. Results

The predicted results on test set are shown in Table 2. Our method achieves F1 of 52.1%, which is the best result when comparing with the existing methods. It illustrates the effectiveness of our proposed hybrid neural network on the task of jointly extracting the entities and their relationships.

Besides, the Joint w/Global [3] approach outperforms the pipelined method and the neural network based methods (SPTree [8] and our model) can get a higher F1 results than these feature based methods [3]. It shows that neural network model accompanied with joint learning manner is a feasible way to extract entities and their relationships.

Especially, the precision results of these methods are similar and the difference is mainly concentrated in the recall results. Our method can balance the precision and recall, which achieve a better F1 result.

5. Analysis and discussions

5.1. Analysis of named entity recognition module

The NER module contains a bidirectional LSTM encoding layer and a LSTM decoding layer. We use BiLSTM-ED to represent the structure of NER module. In order to further illustrate the effectiveness of BiLSTM-ED on the task of entity extraction, we compare BiLSTM-ED with its different variations and other effective sequence labeling models. The contrast methods are:

- Forward-LSTM uses a unidirectional LSTM to encode the input sentence from \(w_1\) to \(w_N\), then also applies a LSTM structure to decode the entity tags.
- Backward-LSTM has the similar manner of Forward-LSTM, the difference is the encoding order which is from \(w_N\) to \(w_1\).
- BiLSTM-NN uses a bi-directional LSTM to encode the input sentence and uses a feed-forward neural network (NN) architecture to predict the entity tags. It neglects the relationship between tags.
- BiLSTM-NN-2 [8] uses a bi-directional LSTM to encode the input sentence and uses a novel feed-forward neural network (NN) by considering adjacent tags information instead of the long distance relationships between tags.
- CRF [53] is a classic and effective sequence labeling model. In this section, we use CRF as one of the powerful comparison method and the feature used in CRF are the same as [3] used.

We use the standard F1 to evaluate the performance of these methods and treat an entity as correct when its type and the region of its head are correct. Table 3 shows the results of the above methods on the task of name entity recognition. When comparing with Forward-LSTM and Backward-LSTM, the bi-directional LSTM encoding manner can have significant improvements. Bi-LSTM encoding considers the whole sentence information when comparing with the uni-LSTM encoding, hence it can achieve much higher accuracies in the tagging task. BiLSTM-NN-2 is better than BiLSTM-NN, which shows the need of considering the relationship between tags. Besides, BiLSTM-ED is better than BiLSTM-NN-2 which means that considering the long distance relationships between tags can be better than only considering the adjacent tags information. We also compare BiLSTM-ED with the famous sequential model of CRF. The result also shows the effectiveness of BiLSTM-ED.

5.2. Analysis of relation classification module

In the relation classification module, we use two kinds of information: the sub-sentence between entities and the encoding information of entities obtained from bidirectional LSTM layer. In order to illustrate the effectiveness of these information we considered,

Table 2
Comparisons with the baselines on the ACE05 test set.

<table>
<thead>
<tr>
<th>Model</th>
<th>P(%)</th>
<th>R(%)</th>
<th>F1(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipeline (CRF+ME) [3]</td>
<td>65.1</td>
<td>38.1</td>
<td>48.0</td>
</tr>
<tr>
<td>Joint w/Global [3]</td>
<td>65.4</td>
<td>39.8</td>
<td>49.5</td>
</tr>
<tr>
<td>SPTree [8]</td>
<td>65.8</td>
<td>42.9</td>
<td>51.9</td>
</tr>
<tr>
<td>Our method</td>
<td>61.9</td>
<td>45.0</td>
<td>52.1</td>
</tr>
</tbody>
</table>

Table 3
Comparisons with the different methods on the task of entity detection.

<table>
<thead>
<tr>
<th>Methods</th>
<th>P(%)</th>
<th>R(%)</th>
<th>F1(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward-LSTM</td>
<td>63.8</td>
<td>59.2</td>
<td>60.0</td>
</tr>
<tr>
<td>Backward-LSTM</td>
<td>65.3</td>
<td>60.0</td>
<td>61.0</td>
</tr>
<tr>
<td>CRF</td>
<td>83.2</td>
<td>73.6</td>
<td>78.1</td>
</tr>
<tr>
<td>BiLSTM-NN</td>
<td>83.3</td>
<td>83.0</td>
<td>82.2</td>
</tr>
<tr>
<td>BiLSTM-NN-2</td>
<td>85.5</td>
<td>81.2</td>
<td>83.3</td>
</tr>
<tr>
<td>BiLSTM-ED</td>
<td>85.2</td>
<td>85.4</td>
<td>84.2</td>
</tr>
</tbody>
</table>
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we compare our method with its different variations. We firstly use the NER module to detect the entities in sentence, then uses the right entity recognition results of step 1 to test the RC module. We report the effect of these information on the relation classification task as Table 4 shows. Full-CNN uses a whole sentence to recognize the relationships of entities. Sub-CNN only uses the sub-sentence between two entities. Sub-CNN-H uses both the sub-sentence and the encoding information of entities obtained from bidirectional encoding layer. When comparing Full-CNN with Sub-CNN, the result shows that sub-sentence can achieve a +20% improvement. This result matches [9]’s analysis that most relationships can be reflected by the sub-sentence between the given two entities instead of full sentence. When adding the encoding information of entities into the Sub-CNN, Sub-CNN-H can further promote the accuracy of relation classification. It verifies that entities’ contextual information is also benefit for identifying relationships between entities.

5.3. The effect of two entities’ distance

From Fig. 4, we know that the data distribution shows the long tail property when the horizontal axis is the distance between two entities. Hence, we set a threshold \( L_{\text{max}} \) to filter the data. If two entities’ distance is larger than \( L_{\text{max}} \), we treat that these two entities have no relationship. In order to analyze the effect of threshold \( L_{\text{max}} \), we use Sub-CNN to predict entities relationships based on different \( L_{\text{max}} \) values. The effect is shown in Fig. 5. The smaller of \( L_{\text{max}} \) is, the more data will be filtered. So if \( L_{\text{max}} \) is too small, it may filter the right data and make the F1 results decline. If \( L_{\text{max}} \) is too large, it cannot filter the noisy data which may also hurt the final results. Fig. 5 shows that when \( L_{\text{max}} \) is between 10 and 25, it can perform well. The range also matches the statistical results of Fig. 4.

5.4. Error analysis

To analyze the errors of our method, we visualized the model’s predicted results on relation classification task as Fig. 6 shows. The diagonal region indicates the correct prediction results and the other regions reflect the distribution of error samples. The highlighted diagonal region means that our method can perform well on each relation class except for the relation “P-S”. Because the test dataset contains a few samples whose relation labels are “P-S”, the predicted distribution of “P-S” cannot fully reflect the true situation. Besides, “P-S” means the relationship of “person-social”. The entity “person” and entity “social” always are pronoun words in the dataset, so it is hard to recognize “P-S” relationship based on these pronoun words.

Further more, from Fig. 6, we also can see that the distribution of predicted relation is relatively dispersed on the first row of “OTHER”, which means that most of the specific relation classes can be predicted as the “OTHER”. Namely, we cannot identify some relationships and it directly leads to relatively low recall. From the first column of “OTHER”, we can see that if there is no relationship between the two entities the model can be effectively discriminated.

Apart from the class “OTHER”, the other problem is that the same relation type with opposite directions are ease to mix up,
such as: P-W(e2e1) and P-W(e2e2), ART(e1e1)and ART(e2e1), O-A(e1e1)and O-A(e2e1). The reason is that the same relation type always have similar description even if they are not in the same direction.

6. Conclusion

Entity and relation extraction is an important issue in knowledge extraction and plays a vital role in automatic construction of knowledge base. In this paper, we propose a hybrid neural network model to extract entities and their semantic relationships without any handcrafted features. When comparing with the other neural network based method, our method considers the long distance relationships between entity tags. In order to illustrate our methods’ effectiveness, we conduct experiments on the public dataset ACE05 (Automatic Content Extraction program). The experimental results on the public dataset ACE05 verify the effectiveness of our method.

In the future, we will explore how to better link these two modules based on the neural network, so that it can perform better. Besides, we also need to solve the problem of neglecting some relationships and try to promote the recall value.
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